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Abstract—Cloud computing is an emerging computing paradigm 

with a large collection of heterogeneous autonomous systems with 

flexible computational architecture. Large numbers of tasks are 

submitted to the cloud environment in each moment. Therefore, the 

cloud data centers need not only to finish these massive tasks but also 

to satisfy the user's service demand in time. Reasonably allocation of 

virtual machine and schedule the tasks efficiently become a key 

problem to be solved in the cloud environment. Task scheduling is an 

important step to improve the overall performance of the cloud 

computing.. This paper focuses on task scheduling using Ant Colony 

Optimization (ACO) to optimize energy and processing time. The 

result obtained by ACO is simulated by an open source cloud 

platform (CloudSim). Finally, the results were compared to existing 

scheduling algorithms and found that the proposed algorithm provide 

an optimal balance results. 

 

Keywords: Task Scheduling, Cloud Computing, ACO, CloudSim, 

PISA. 

1. INTRODUCTION 

Cloud computing is the next generation computational 

paradigm. It is an emerging computing technology that is 

rapidly consolidating itself as the future of distributed on-

demand computing [1, 2]. Cloud Computing is emerging as 

vital backbone for the varieties of internet businesses using the 

principle of virtualization. Many computing frameworks are 

proposed for the huge data storage and highly parallel 

computing needs of cloud computing [2]. On the other hand, 

Internet enabled business (e-Business) is becoming one of best 

business model in present era. To fulfill the need of internet 

enabled business, computing is being transformed to a model 

consisting of services that are commoditized and delivered in a 

manner similar to traditional utilities such as water, electricity, 

gas etc. Users can access services based on their requirements 

without regard to where the services are hosted or how they 

are delivered. Several computing paradigms have promised to 

deliver this utility computing [3]. Cloud computing is one 

such reliable computing paradigm. Cloud computing 

architecture typically consists of a front end and a back end 

connected by Internet or Intranet [4]. The front end comprises 

of client devices like thin client, fat client or mobile devices 

etc. The clients need some interface and applications for 

accessing the cloud computing system. The back end consists 

of the various servers and data storage systems. A central 

server is used for administering the cloud system. The central 

server monitors the overall traffic and fulfilling the client 

demands in real time. The main objective of cloud computing 

environment is to optimally use the available computing 

resources. Scheduling algorithms play an important role in 

optimization process. Therefore user tasks are required to 

schedule using efficient scheduling algorithm. The scheduling 

algorithms usually have the goals of spreading the load on 

available processors and maximizing their utilization while 

minimizing the total execution time [5]. Task scheduling is 

one of the most famous combinatorial NP complete problem 

problems [6]. The main purpose of scheduling is to schedule 

the tasks in a proper sequence in which tasks can be executed 

under problem specific constraints [7].  

This paper presents an optimization algorithm for user job 

scheduling to achieve optimization of energy consumption and 

overall computation time. The rest of the paper is organized 

as, section 2 contains a literature survey about scheduling in 

cloud computing, section 3 describes about the model 

development. Section 4 discusses about multi-objective 

Genetic Algorithm followed by Section 5 outlines the 

proposed task scheduling model based on Multi-Objective 

Genetic algorithm. Section 6 discusses details about 

experimental setup and experimental results of the proposed 

model and the paper concludes with conclusion in Section 7. 

2. LITERATURE REVIEW 

In cloud computing environment, user services always 

demand heterogeneous resources (e,g CPU, I/O, Memory 

etc.). Cloud resources need to be allocated not only to satisfy 

Quality of Service (QoS) requirements specified by users via 

Service Level Agreements (SLAs), but also to reduce energy 

usage and time to execute the user job. Therefore scheduling 

and load balancing techniques are very crucial to increase the 

efficiency of cloud setup using limited resources. Task 

scheduling in Cloud computing has been addressed by many 

researchers in the past [8-11]. In 2011, Hsu et al. [10] focused 

on energy efficiency in datacenter by using efficient task 
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scheduling to physical servers. Heuristic based techniques 

have also been used in task scheduling in cloud environment. 

Mondal et al. [12] used Stochastic Hill Climbing algorithm to 

solve load balance in Cloud computing. Hu et al. [13] 

introduced the scheduling strategy on load balancing of PE 

resource in Cloud computing environment by using Genetic 

algorithm. It considered previous data and the current state of 

work in advance to the performance behavior of the system 

which can solve the problem of load imbalance in Cloud 

computing. In 2012, Wei et al. [14] presented Genetic 

algorithm for scheduling in Cloud computing to increase the 

system performance. Li et al. [15] proposed a Load Balancing 

Ant Colony Optimization (LBACO) Algorithm to reduce 

makespan in Cloud. Karaboga et al., [16] presented ABC 

algorithm to solve the problem and find the most appropriate 

parameters in changing environment. Bitam et al. [17] 

proposed Bee Life algorithm for scheduling in Cloud. Mizan 

et al. [18] also solved job scheduling in Hybrid Cloud by 

modifying Bee Life algorithm and Greedy algorithm to 

achieve an affirmative response from the end users. 

There are many toolkit available to simulated and measure the 

performance of scheduling and load balancing algorithm in 

cloud environment. Simulation-based approaches can evaluate 

Cloud computing system and application behaviors. CloudSim 

toolkit package is one of the mostly used simulation tool used 

by many researchers [ 19,20]. Calheiros et al. [19] developed 

the CloudSim simulation for modeling and simulation of 

virtualized Cloud-based datacenter environments. The 

simulation environment consisting up dedicated management 

interface for PEs, memory, storage, and bandwidth etc. From 

the above discussion, it is found that most of the previous 

researches have focused on optimizing a single objective, but 

very few of them optimize more than two objectives at a time. 

Therefore it is a good idea to measure the effect of multiple 

objectives on cloud scheduling problem. To deal with these 

gaps, a multi-objective Genetic Algorithm is proposed to 

optimize the energy and time.  

2.1 Problem Formulation 

In the proposed model, a cloud application is considered as a 

collection of user task that carry out a complex computing task 

using cloud resources. During the scheduling process, the user 

tasks are assigned to the available data centers (DC‟s) ( 

𝐷1 , 𝐷2 , 𝐷3 … .𝐷𝑀) . Each data center is associated with 

< 𝑚 > . m is the number of available Processing Elements 

(PEs) to execute user tasks. Each data center has set of 

Processing Elements {𝑃1 , 𝑃2 … 𝑃𝑚 } to compute user‟s task. 

Each Processing Elements is associated with a duplet < s, p > . 

„s‟ and „p‟ denotes the execution speed and power 

consumption of each Processing Elements respectively. Each 

User Job is represented as a as a Directed Acyclic Graph 

(DAG), denoted as 𝐺(𝑉, 𝐸) (fig. 2). The set of nodes 𝑉 = { 𝑇1 . 

. , 𝑇𝑛} represents the tasks in user job, the set of arcs denotes 

precedence constraints and the control/data dependencies 

between tasks. An arc is in the form of < 𝑇i , 𝑇𝑗> ∈ 𝐸, where 

𝑇i  is called the parent task and 𝑇j  is the child task. The data 

produced by 𝑇i  is consumed by 𝑇j  . It is assumed that a child 

task cannot be executed until all of its parent tasks have been 

completed. In a given task graph, a task with no parent is 

referred as an entry task, and one without any child is called 

an exit task. In this model only one entry and one exit tasks 

node is considered. Therefore two dummy tasks 𝑇𝑒𝑛𝑡𝑟 𝑦   and 

𝑇𝑒𝑥𝑖𝑡   is added in the beginning and at the end of the DAG 

having zero execution time respectively.  

 

Fig. 1: Task Graph 

Each vertex E in the DAG is associated with a value < 𝑙 > , „𝑙 
‟ represents the length of the task in Million Instruction (MI). 

The problem of this model is how to optimally schedule user 

jobs to the Processing Elements available in the cloud under 

different data center. All the PEs is considered homogeneous, 

unrelated and parallel. Scheduling is considered as non 

preemptive, which means that the processing of any task can‟t 

be interrupted.  

2.2 Objective Function 

Suppose user job 𝑈𝑖  is assigned to Data center 𝐷𝑗  and 

𝑇𝑗   ( 𝑎 set of tasks of user job ( 𝑈𝑖  )) is assigned to a Processing 

Element ( 𝑃𝑗  ). If the time require executing 𝑇𝑗  using 𝑃𝑗  is 

denoted by Г𝑗 . The finishing time of 𝑇𝑗  can be expressed as: 

𝐹𝑖𝑛𝑖𝑠ℎ 𝑇𝑗  =  start ( 𝑇𝑗 )  +   Г𝑗     (1) 

So, the total time spend to complete the user job by 𝐷𝑗  

(Makespan𝑗 ) can be defined as: 

Makespan𝑗 = max{𝐹𝑖𝑛𝑖𝑠ℎ  𝑇𝑗  }     (2) 

Where 𝑇𝑗=1…𝑛 the tasks are assign to 𝐷𝑗  

The Energy consumption to compute the user job (𝑈𝑖  ) by 

Datacenter 𝐷𝑗  is calculated as follows: 

 𝐸𝑗 =   ( Г𝑘  × 𝑝𝑘)𝑁
𝑘=1       (3) 

𝑇1 𝑇4 

𝑇3 
𝑇2 

𝑇𝑛  

𝑻𝒆𝒏𝒕𝒓𝒚  

𝑇𝑒𝑥𝑖𝑡   
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The objective functions of this proposed model can be 

expresses as: 

Minimize Makespan𝑗  j = 1. . M    (4) 

Minimize  𝐸𝑗  j = 1. . M      (5) 

Subject to: 

1. The user job must finish before deadline (𝑑𝑖) 

2. Each user job can be allocated to only one Data center. 

3. ANT COLONY OPTIMIZATION(ACO) 

ALGORITHM 

Ant Colony Optimization (ACO) [21, 22] algorithm is a new 

kind of simulated evolutionary algorithm [23] has been 

successfully applied to several NP-hard combinatorial 

optimization problems [24]. The ACO algorithm was 

proposed by Italian scholar M. Dorigo [25] in 1996. It is based 

on food-seeking behavior of ants in 1996. The ants release 

some pheromone on their way and they never walked when 

these ants reach a crossing. From the crossing they choose a 

path randomly and release some pheromone proportional to 

the length of path. The following ants follow the trail of the 

other ants to the food source by sensing the pheromone on the 

path. As this process continues, most of the ant likely to 

choose the shortest path with a huge amount of pheromones. 

During this occasion a mechanism of positive feedback is 

formed, this mechanism ensures that the good information can 

be preserved and finally ants can find an optimal [26, 27]. In 

this case, there are more and more pheromones on this path. 

As the time on, the amount of information on other paths will 

be gradually reduced, eventually the path most ants moved to 

will be the optimal path.  

Let us apply the ACO algorithm to find shortest distance 

between two cities among „n‟ cities. Suppose there are „m‟ 

numbers of ants. Firstly the algorithm set any ants into some 

randomly selected cities. Ant k (k=1, 2, 3,…, m) will 

determine the transfer direction according to the concentration 

of the pheromone on each path in the searching for target city. 

At first, the ants will randomly select a path because of the 

minor difference of the pheromone quantity among paths. The 

tabu list tabuk (k=1, 2, 3,…, m) is to record the path which ant 

k has walked and it will adjust dynamically along with the 

changing movement of the ant. 

Let 𝑃𝑖𝑗
𝑘 (t) be the state of transition probability of ant „k‟ for 

selecting city „j‟ as the target city at a moment „t‟. 

𝑃𝑖𝑗
𝑘 (t)= 

 𝜏𝑖𝑗 (𝑡) 
∝

  𝜕𝑖𝑗 (𝑡) 
𝛽

  𝜏𝑖𝑠 (𝑡) ∝  𝜕𝑖𝑠(𝑡) 𝛽𝑠 ϲ 𝑎𝑙𝑙𝑜𝑤𝑒𝑑 𝑘

 , 𝑖𝑓 𝑗𝜖𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝑘

0,    𝑒𝑙𝑠𝑒

  

In the above equation, 𝑎𝑙𝑙𝑜𝑤𝑒𝑑𝑘  represents the allowed cities 

of ant k in the next step. 𝜏𝑖𝑗 (𝑡) represents the pheromone of 

the path between city i and city j at time t. At the initial time, 

the pheromone of each path is equal. 𝜕𝑖𝑗 (𝑡) is a heuristic 

function and defined as 𝜕𝑖𝑗  𝑡 =  1
𝑑𝑖𝑗
  (𝑑𝑖𝑗  is the distance 

between nodes) to represent the desired transfer degree of ants 

from the city i to the city j. α is the heuristic factor of 

pheromone, which indicates the relative importance of the 

track. It reflects the guiding effect of the information 

accumulated in the track on the ant‟s movement. The greater 

the values is, the more likely the ant chooses the track which 

other ants passed by. β is expected heuristic factor, which 

indicates the relative weight of calculation ability. It reflects 

the importance degree of heuristic information in ant‟s choice. 

The greater the value is, the closer the state transition 

probability to the greedy rule. 

4. IMPLEMENTATION AND RESULT 

The ACO algorithm is considered for this experiment. Other 

GA related parameters used in shown in table-4. CloudSim-

3.0.1 is used to evaluate the scheduling of TSGA. The 

experiments consist of 20 datacenters and 180-360 tasks under 

the simulation platform. The parameters setting on the 

proposed algorithm is shown in Table -1 and Table-2. 

Table 1: Workload Parameters 

Type Parameters Values 

Datacenter Number of Datacenter 20 

 Number of PE per 

Datacenter 

10-20 

Processing 

Elements(PEs) 

Speed of PE 1000-200000MIPS 

 Power Consumption 0.28-3.45kW 

Task Total Number of Tasks 180-360 

 Length of Tasks 5000-15000 Million 

Instruction  

 
Table 2: ACO Parameters 

Parameters Values 

α 0.8 

β 0.8 

ρ 0.4 

m 50 

NCmax 50 

 

Several experiments and with different parameter setting are 

performed to evaluate the efficiency and efficacy of ACO 

algorithm. Comparison between proposed algorithm (ACO) 

with Maximum Applications Scheduling Algorithm(MASA) 

and Random Scheduling Algorithm(RSA) are given below. 

The MASA aims to maximize the number of scheduled 

applications, while the RSA randomly assigns the applications 

to the cloud. 
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Fig. 2: Comparisons of different approaches 

Fig 2 shows a comparison of results between ACO and 

Maximum Scheduling Algorithm(MSA) and Random 

Scheduling Algorithm(RSA). The proposed algorithm (TSGA) 

reduced 25% of energy consumption and 22% of time 

(Makespan) in compare to other scheduling algorithm. The 

figure (fig. 3) also shows that TSGA drastically reduced the 

number of failed tasks, which generally increase the 

profitability of the cloud environment.  

5. CONCLUSION 

This paper presented ACO based optimization algorithm 

which can solve the task scheduling problem under the 

computing environment, where of the number of data center 

and user job changes dynamically. But, in changing 

environment, cloud computing resources needs to be operated 

in optimally manner. Therefore, ACO based algorithm is 

suitable for cloud computing environment because the 

algorithm is able to effectively utilize the system resources to 

reduce energy and makespan. The experimental results 

illustrated that the proposed methods using ACO out-

performed the maximum applications scheduling algorithm 

and random scheduling For further studies, the optimization 

model should add more essential objectives ( bandwidth, load 

balancing, cost etc) and should focus more robust algorithm. 
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